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The purpose of this paper is to study the model [4 + 4] photocycloaddition of butadiene + butadiene
by using direct dynamics calculationsswith no geometric constraintssto describe motion along
excited-state reaction paths and subsequent decay to the ground state. We use the molecular
mechanics-valence bond (MMVB) potential, which is calibrated against previous CASSCF
calculations for this system (Bearpark, M. J.; Deumal, M.; Robb, M. A.; Vreven, T.; Yamamoto, N.;
Olivucci, M.; Bernardi, F. J. Am. Chem. Soc. 1997, 119, 709-718). Our dynamics calculations
show that efficient nonradiative decay of butadiene + butadiene in the presence of two different
S1/S0 conical intersections can account for the formation of many products. The major product
predicted by MMVB is consistent with the limited experimental data available.

1. Introduction

In a molecular dynamics simulation, one obtains
geometries and energies as a function of time. For a
suitable choice of initial conditions, these data can be
used to generate a product distribution that can be
compared directly with experimental product yields.
However, the cost of accurate quantum (wave packet)
dynamics computations1 for many nuclear degrees of
freedom is prohibitive, so there is a need to be pragmatic
and adopt an approach that is sufficiently accurate yet
computationally feasible. In photochemistry the problem
is more severe because the dynamics must be propagated
on more than one potential energy surface, including the
effect of the nonadiabatic transition.

We have developed2,3 an approach for combining quan-
tum chemistry with dynamics where the gradients that
are used to drive the dynamics simulation are evaluated
“on the fly” using a hybrid molecular mechanics valence
bond (MMVB) method. Our purpose in this paper is to
show how such a method can be used to model the
photoproduct distribution for a photochemical reaction
with two competing excited-state branchessthe [4 + 4]
photocycloaddition of butadiene + butadiene4,5swhich is

a model for diene + aromatic photoadditions in general.6-12

The major product predicted for butadiene + butadiene
by MMVB dynamics is consistent with the limited
experimental data available.5c

On the excited-state potential energy surface of the
butadiene + butadiene model system (Scheme 1) we have
characterized4 a true pericyclic minimum A and two
independent reaction channels leading via transition
structures B and D to conical intersections C and E. Both
conical intersections are tetraradicaloids: fully efficient
decay to the ground state in the vicinity of either C or E
can lead to three primary photoproducts, because there
are three ways in which the almost-unpaired electrons
can recouple.13 Any biradical intermediates thus formed
(far right, Scheme 1) will react further to form secondary
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products. (Scheme 2 shows all of the products Pb-g

characterized in this study, which include [2 + 2],
[2 + 4], and [4 + 4] addition products). The existence of
the two S1 reaction paths ABC and ADE with different
barrier heights, together with a complex network of
ground-state relaxation paths, suggests that the final
distribution of products for photochemical [4 + 4] addi-
tions will depend considerably upon the specific reactant
structures and experimental conditions.

As well as accounting for the formation of several
products, decay funnels such as C and E can explain two
other features of diene + aromatic photoadditions in
general,7 e.g. butadiene + benzene,8 naphthalene,9 and
anthracene.10-12 First, dienes have been found to quench
the fluorescence of aromatic molecules,6 implying a rapid
and efficient route to S0 such as a surface crossing.
Second, there is evidence that these reactions are “con-
certed”:10a,f if the dominant ground-state conformer of a
diene is trans,14,15 then a strained trans addition product
is formed, suggesting that there is no intermediate at
which rearrangement could take place to form the cis
product, which is thermodynamically more stable. On
the basis of our previous calculations,4 we make the
assumption that both the S1 quenching and photochemi-
cal reaction channels involve structures C and E. After

decay in the vicinity of these points, the system will
branch toward one of the primary photoproducts, which
may (path ABC) be the reactants on S0 (Pb). In our
simulation, the yield of the different photoproducts is
proportional to the number of trajectories leading toward
that species.

2. Computational Details and Model Validation

MMVB16 is a hybrid method, which uses the MM2
potential17 to describe the inert molecular σ-bonded
framework and a Heisenberg Hamiltonian18 to represent
electrons on sp2/sp3 carbon atoms which are involved in
π-conjugation or new σ-bond formation. It is a suf-
ficiently inexpensive method of simulating CASSCF
calculations for ground and valence excited states3,16b,19

that many hundreds of trajectories can be calculated on
contemporary workstations and product distributions
therefore predicted.

To reduce the simulation time, the transition struc-
tures B and D were chosen as starting points for the
trajectories since these are the reaction path bottlenecks.
Initial conditions were determined by random sampling
of each excited-state normal mode within an energy
threshold ∆Elimit per mode, leading to a displaced geom-
etry in the vicinity of the transition structure. The
trajectory was then started from this displaced geometry
with no initial momentum. There was no geometry
sampling along the transition vector itself: since the
surface is not really quadratic, the initial motion from
each displaced geometry may include a component along
the reaction coordinate. By doing this, we are essentially
sampling the “curvature” of the potential energy surface
in the region of the transition structure, which may favor
motion toward reactants or products. Values of ∆Elimit

between 0.0005Eh and 0.007Eh were used, and at least
128 trajectories were run for each. Figure 1 shows that,
as ∆Elimit is increased for path ADE, both the initial
“spread” and the mean energy of this distribution in-
creases. A total of 768 trajectories starting at displaced
geometries up to ∼38 kcal mol-1 above the transition
structure were run. One could contemplate trajectories
at higher energies, but there is then a danger of generat-
ing geometries that lie outside the region of validity of
the MMVB potential (e.g. those with very large C-C
σ-bond distances).

It could be argued that it would be more realistic to
simulate the photoexcitation process itself rather than
sampling the excited state surface. However, for this
system it is not really possible, because we do not know
what the optically excited state is. Further, MMVB is
limited to covalent states and the optically excited state
may be zwitterionic. Thus we make the tacit assumption
that decay from any higher energy optically excited state
is rapid and that the product yields are mainly controlled
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Scheme 1

Scheme 2. S0 Products (Conformation Ignored)
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by the transition state bottlenecks that occur on the
covalent S1 state.

For each reaction path (ABC and ADE, Scheme 1)
classical trajectories were propagated on the MMVB
potential energy surface, as described in ref 2. The
method avoids the explicit calculation of the total surface
by constructing a sequence of local quadratic approxima-
tions20,21 to the true surface along the classical trajectory.
Thus the local surfaces (i.e. gradient and Hessian) are
calculated “on the fly” as required during the course of
the integration and only those parts of the surface
actually traversed by the molecule are therefore consid-
ered. The stepsize is determined by a trust radius; the
value used was 0.108 xamu‚bohr, which corresponds to
a typical time step of 0.3 fs.

The surface hop algorithm of Tully and Preston22 was
used to allow excited-state trajectories to transfer to the
ground state at points in the conical intersection region23

where nonadiabatic coupling is strong. At each point on
the excited-state surface the “hop probability” is deter-
mined. When this oscillatory hop probability function
has a maximum close to 1, the trajectory is continued on
the ground state. The excess energy corresponding to
the “gap” is then added to the momentum along the
direction of the nonadiabatic derivative coupling vector
to conserve the total energy.

At the conical intersection, there are two linearly
independent nuclear coordinatessthe nonadiabatic de-
rivative coupling (DCP) and gradient difference (UGD)

vectorsswhich lift the degeneracy.23d Although decay can
take place at any point on the intersection in principle,
the region of the minimum24 will be favored when excess
energy can be dissipated to the surroundings in con-
densed phases, or when the system has very low excess
energy (e.g. cold jet). In these situations, the plane
defined by the DCP and UGD vectors will be the one in
which initial motion on S0 will take place. At least three
different recoupling schemes (in a three or four electron
conical intersection) can lead to product valleys and these
can be determined using an algorithm we have recently
discussed.13 However, a complete picture of the decay
and subsequent rearrangements can only be obtained
from a nonadiabatic dynamics simulation, particularly
if, as in this case, there are unstable primary photoprod-
ucts which undergo rearrangement.

Our central objective in this work is to determine the
product yields for various initial conditions. Trajectories
were propagated until the product domain was reached
or there was a return back to excited reactants. Plots of
energy or selected geometric parameters against time
were usually sufficient to characterize the product for
each trajectory. Where there was any ambiguity, an
animation was examined.25 However, a few S0 trajecto-
ries could still not be classified, because the trajectory
entered regions of the surface where the MMVB param-
etrization was invalid.

Finally, we must emphasize that our dynamics simula-
tion cannot emulate real experimental conditions, be-
cause no allowance is made for the thermal interaction
with the solvent. Thus the product distribution we shall
report subsequently does not allow for the fact that some
reaction channels may be more heavily “damped” through
loss of energy to the solvent.

In previous work4 the CASSCF potential surface for
our model system has been characterized in detail. We
conclude this section with a brief discussion of the
accuracy of the corresponding MMVB surface. MMVB
geometries along the two reaction paths on S1sABC and
ADE (Scheme 1)sare shown in Figure 2, along with the
same points previously located with CASSCF. Relative
energies calculated with both methods are also indicated
in this figure. The minimum energy path (MEP) has
been computed (with MMVB) from the transition struc-
tures B and D in order to characterize the reaction
coordinates. The MEP is a trajectory with its momentum
set to zero at each step and is a lower energy bound for
any other trajectory. For both paths ABC and ADE, the
reverse MEP terminates at the S1 minimum A, and in
the forward direction (Figures3 and 4) it leads to the
conical intersection region. In path ABC (Figure 3), the
reaction coordinate is dominated by the torsion, which
brings together one ethylene group from each butadiene.
In path ADE (Figure 4), the reaction coordinate mainly
involves the formation of a new σ-bond. In addition, the
MEPs show that C and E are “peaked” conical intersec-
tions according to the classification of Ruedenberg et al.:
23d both crossings are energy minima on S1, where the
gradient does not go to zero.

The MMVB-optimized geometries (Figure 2) are quali-
tatively the same as the CASSCF-optimized ones,4 but
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Figure 1. Initial potential energy distributions for MMVB
trajectories along ADE with ∆Elimit ) 0.002Eh, 0.003Eh, and
0.007Eh. (∆Elimit is the limit to energy changes caused by initial
random displacements along each excited-state normal mode).
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there are some differences in detail. At C, for example,
the length of well-defined double bonds calculated with
CASSCF (1.35 Å) is underestimated (1.37 Å) by MMVB.
Consequently, there are differences in the energetics:
MMVB correctly predicts E to be the lowest energy point
on S1 overall, but the energy of both C and E below A is
overestimated by ∼20 kcal mol-1 compared with CASS-
CF. Furthermore, MMVB predicts the barrier height at
D to be higher than that at B, the reverse of the CASSCF

prediction. For each trajectory, MMVB will therefore
exaggerate the amount of kinetic energy available at the
crossing point, which may affect the calculated product
distributions.

Both conical intersections C and E are tetraradicaloids
(Scheme 1). The intersection C has two pairs of delo-
calized electrons centered in two ethylene-like fragments
and resembles the rhomboidal funnel for the [2 + 2]
addition of ethylene + ethylene.26a,b,d,27 In contrast, the
intersection E has three electrons delocalized in a propyl-

Figure 2. The S1 potential energy surface topology predicted by MMVB. Optimized bond lengths/Å are shown for the pericyclic
minimum A, transition structures B and D, and S0/S1 conical intersections C and E. Relative energies/kcal mol-1 (bold face) are
also indicated. (CASSCF values for bond lengths and energies, in parentheses, are taken from ref 4).

Figure 3. Minimum energy path (MEP) computed from the
transition structure B for the ABC path defined in Scheme 1.

Figure 4. Minimum energy path (MEP) computed from the
transition structure D for the ADE path defined in Scheme 1.
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like fragment (labeled 1-2-3 in Scheme 1), and a fourth
localized electron at center 4, similar to the conical
intersection characterized for methyl migration in but-
1-ene.26c In Figure 5, the UGD and DCP belonging to
conical intersection minima C and E are compared to
those obtained at the CASSCF/4-31G level.4 An anima-
tion of the UGD and DCP vectors shows that CASSCF
and MMVB predict the same initial motions, although
from Figure 5 we can see that these vectors are swapped
for C. This swap is not important since the branching
space23d is defined by the plane of the two vectors and
thus remains unchanged.

3. Results and Discussion

In this section we will discuss the results of surface
hopping dynamics simulations for the two independent
excited-state reaction channels ABC and ADE (Scheme
1). The yields of the photoproducts originating from each
channel will be determined by assigning each trajectory
starting at the transition structure to a particular
ground-state product (Pb-g, Scheme 2; Pb is S0 butadiene
+ butadiene, which is a “product” in this simulation) or
to the excited-state reactant (A). In this way we can
estimate the product distribution for the corresponding
channel.

We assume that the branching between paths ABC
and ADE is controlled by the barriers at B and D,
respectively. Entropy may be an important factor in the
branching between the two paths. We have explored this
point by comparing the number of excited-state trajec-

tories which reach the conical intersection with the
number which return to the excited-state reactants.

Reaction Path ABC. The three primary S0 products
for path ABC are indicated in Scheme 1, corresponding
to the feasible ways of recoupling the four uncoupled
electrons indicated at C. The product yields for our ABC
simulation are given in Table 1. (Note that the column
“% other S0 product” refers to trajectories that went to
regions where the MMVB potential was invalid. Thus
the dispersion in the product yields must reflect this
effect in part). Values for the sampling parameter ∆Elimit

of between 0.0005Eh and 0.007Eh were used, correspond-
ing to initial excess energies (energies of the displaced
starting geometries above B) of ∼3 to ∼30 kcal mol-1.
Since our trajectories start in the vicinity of the transition
structure B, we might expect 50% to go to the pericyclic
minimum A and the other 50% to go to the intersection
C. However, Table 1 shows that this is not the case:
increasing ∆Elimit reduces the number of trajectories
which reach the conical intersection region (“% hopped
to S0” in Table 1), implying that the valley connecting
the TS to the conical intersection is “narrower” than the
valley connecting the TS to the pericyclic minimum. We
therefore expect a rather high activation entropy for this
process. Table 1 also shows that, for those trajectories
which decay to S0 in the conical intersection region, the
likelihood of return to unreacted butadienes (Pb) in-
creases as more of the crossing region is sampled.

In Table 2, we show all of the data related to the
trajectories leading to the S0 [2 + 2] product Pc. For the
lowest energy sampling batch (∆Elimit ) 0.0005Eh) with
an excess energy of 2.6 ( 0.3 kcal mol-1, the trajectories
hop to S0 with an average energy of 5 ( 1 kcal mol-1

above the S1/S0 conical intersection minimum C. The
mean energy gap between both surfaces at the hop is ∼2
kcal mol-1 (i.e. the surface hop region is rather small),
which indicates that we have a well-defined reaction
channel that leads from the transition structure B on S1
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Figure 5. The derivative coupling (DCP) and gradient dif-
ference (UGD) vectorssthose which lift the degeneracys
computed with MMVB at the conical intersections C and E.
The corresponding CASSCF vectors (taken from ref 4) are
shown inset.

Table 1. MMVB Dynamics: Computed Yields of Pc (S0
1,3-divinylcyclobutane), Pb (S0 butadienes), and A (S1

Pericyclic Minimum) as a Function of the Energy
Sampling Parameter ∆ELimit in Vibrational Modes
Orthogonal to the Reaction Path ABC (Figure 2)a

∆Elimit/Eh

% hopped
to S0 % Pc % Pb

% other
S0 productc % Ab

0.0005 49.2 37.5 4.7 7.0 50.8
0.001 53.7 41.9 4.4 7.4 46.3
0.002 42.2 27.1 4.2 11.0 57.8
0.003 39.8 25.0 6.3 8.6 60.2
0.005 32.8 21.1 5.5 6.3 67.2
0.007 35.2 18.0 7.8 9.4 64.8
a A, Pb, and Pc are illustrated in Scheme 2. b Remains on S1.

c Structure could not be determined.

Table 2. MMVB Dynamics: Surface Hop Data for the
ABC (Figure 2) Trajectories Leading to Product Pc
(Scheme 2) as a Function of the Energy Sampling

Parameter ∆Elimit

∆Elimit/Eh

initial S1
energya/

kcal mol-1

S1 hop
energya/

kcal mol-1
∆E at hop/
kcal mol-1

KE at hop/
× 10-2 Eh

time to
hop/fs

0.0005 2.6 ( 0.3 -6.3 ( 0.6 2.2 ( 1.0 1.4 ( 0.1 123 ( 35
0.001 5.1 ( 0.7 -4.9 ( 0.8 2.4 ( 1.0 1.6 ( 0.1 115 ( 31
0.002 9.5 ( 1.5 -2.7 ( 1.6 2.6 ( 1.1 2.0 ( 0.2 104 ( 26
0.003 14.0 ( 2.0 0.0 ( 1.8 2.6 ( 1.3 2.3 ( 0.3 107 ( 34
0.005 22.3 ( 2.7 4.1 ( 1.9 3.5 ( 1.1 2.9 ( 0.4 94 ( 27
0.007 29.3 ( 3.7 7.7 ( 3.2 3.7 ( 1.5 3.4 ( 0.4 86 ( 25

a Energy relative to the transition structure B.
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to C. The hop need not occur at the minimum in the
crossing region, since, in our system, the conical intersec-
tion hyperline is 52-dimensional. In fact, it is very
unlikely that any trajectory could encounter the lowest
energy point. This result is also shown by Figure 6a: the
S1 potential energy at which the hop occurs increases as
the potential energy of the initial S1 geometry above B
increases. The standard deviation of the hop energies
increases because the initial potential energy distribution
has a wider spread and hence trajectories can access
higher energy points on the conical intersection hyper-
line. Figure 6b shows the same trend in the transforma-
tion of initial energy sampling (∆Elimit) into kinetic energy
at the intersection.

Reaction Path ADE. The analysis of the trajectories
excited at TS D, which hop to S0 (Table 3), shows that
three main channels are populated; none of these cor-
respond to a return to the S0 reactant minimum Pb.
These channels lead to (i) a [4 + 4] primary product, 1,5-
cyclooctadiene, Pg; (ii) a [2 + 2] secondary product, 1,2-
divinylcyclobutane, Pd; and (iii) two possible [2 + 4]
products, 4-vinyl-1-cyclohexene, Pe (primary), and 4-vi-
nylbicyclo[1.0.3]hexane, Pf (secondary).

In contrast with path ABC, a large percentage (∼90%)
of ADE trajectories reach the conical intersection E, as
shown in Table 3. This is mainly due to the fact that E
is an intramolecular intersection while C is an intermo-

lecular intersection and can easily fragment back (i.e.
there is no σ-bond keeping the pieces together). Most of
the trajectories that hop end up at Pe and Pf, which are
the major experimental products.5 Table 3 also shows
that the amount of geometry sampling hardly affects the
computed quantum yields of the photoproducts, in con-
trast to path ABC. The reason for this is related to the
energetics of both reaction pathways. While in path ABC
the energy difference (exothermic) between the transition
structure and the minimum of the conical intersection
is ∼12 kcal mol-1 (Figure 2), the corresponding difference
in path ADE is calculated to be ∼38 kcal mol-1. Thus
the steeper initial gradient reduces the effect of initial
conditions for ADE due to a large acceleration along the
reaction coordinate.

Table 4 shows all the data related to the hop leading
to the ADE [2 + 4], [4 + 4], and [2 + 2] products. Notice
that the surface hops in the lowest energy sampling batch
(∆Elimit ) 0.0005Eh) occur around 20 kcal mol-1 above the
S1/S0 conical intersection minimum E, irrespective of the
photoproduct reached. This fact can be interpreted in
terms of the curvature of the S1 reaction path leading to
the conical intersection hyperline: if the reaction path

Figure 6. (a) The distribution of potential energies for all
trajectories hopping at the S0/S1 intersection C. (b) The
distribution of kinetic energies at the S1 f S0 hop. (Data from
Table 2.)

Table 3. MMVB Dynamics: Computed Yields of Pe (S0
4-vinyl-1-cyclohexene) and Pf (S0

4-vinylbicyclo[1.0.3]hexane), Pg (S0 1,5-cyclooctadiene),
Pd (S0 1,2-divinylcyclobutane), and A (S1 Pericyclic
Minimum) as a Function of the Energy Sampling

Parameter ∆ELimit in Vibrational Modes Orthogonal to
the Reaction Path ADE (Figure 2)a

∆Elimit/Eh

% hopped
to S0 % Pe & Pf % Pg % Pd

% other
S0 productc % Ab

0.0005 89.8 39.8 14.8 12.5 22.7 10.2
0.001 92.0 38.7 23.1 9.0 21.1 8.0
0.002 93.8 48.4 14.8 7.8 22.7 6.3
0.003 89.8 43.8 13.3 14.1 18.8 10.2
0.005 85.9 41.4 15.6 8.6 20.3 14.1
0.007 85.9 43.0 14.1 2.3 26.6 14.1

a A, Pd-g are illustrated in Scheme 2. b Remains on S1. c Struc-
ture could not be determined.

Table 4. MMVB Dynamics: Surface-Hop Data for the
ADE (Figure 1) Trajectories Leading to S0 Products Pe

and Pf, Pg, and Pd as a Function of the Energy Sampling
Parameter ∆Elimit

a

∆Elimit/Eh

initial S1
energyb/

kcal mol-1

S1 hop
energya/

kcal mol-1
∆E at hop/
kcal mol-1

KE at hop/
× 10-2 Eh time/fs

Pe & Pf
0.0005 2.6 ( 0.4 -14.5 ( 4.5 5.2 ( 1.5 4.9 ( 0.4 73 ( 18
0.001 5.4 ( 0.8 -14.1 ( 5.4 5.2 ( 1.5 5.0 ( 0.6 71 ( 19
0.002 9.9 ( 1.4 -11.6 ( 6.2 4.6 ( 1.7 5.4 ( 0.6 71 ( 19
0.003 14.2 ( 2.0 -8.8 ( 5.8 4.8 ( 1.5 5.6 ( 0.8 75 ( 18
0.005 22.8 ( 3.5 -5.3 ( 6.0 5.0 ( 1.7 6.5 ( 0.7 65 ( 18
0.007 28.9 ( 4.5 -0.1 ( 8.4 4.3 ( 8.6 6.6 ( 0.9 65 ( 16

Pg
0.0005 2.6 ( 0.4 -17.8 ( 4.6 3.2 ( 1.3 5.1 ( 0.6 72 ( 10
0.001 5.1 ( 0.8 -15.5 ( 4.4 3.5 ( 1.6 5.2 ( 0.6 72 ( 14
0.002 9.7 ( 1.2 -14.5 ( 4.1 3.0 ( 1.6 5.6 ( 0.6 63 ( 6
0.003 13.9 ( 2.5 -8.5 ( 5.5 3.5 ( 1.4 5.4 ( 0.8 72 ( 16
0.005 22.1 ( 3.4 -6.7 ( 5.3 3.3 ( 1.4 6.3 ( 0.6 69 ( 15
0.007 29.5 ( 3.5 0.7 ( 6.5 3.8 ( 1.2 6.4 ( 1.0 75 ( 12

Pd
0.0005 2.6 ( 0.5 -17.1 ( 3.6 3.5 ( 1.3 4.9 ( 0.5 80 ( 13
0.001 5.4 ( 0.5 -12.7 ( 6.0 3.5 ( 0.9 4.7 ( 0.7 79 ( 15
0.002 9.4 ( 1.4 -13.4 ( 5.7 3.9 ( 1.2 5.4 ( 0.7 74 ( 11
0.003 14.3 ( 2.7 -6.8 ( 7.9 3.9 ( 1.5 5.3 ( 1.0 72 ( 12
0.005 22.4 ( 3.0 -6.2 ( 3.8 3.6 ( 1.8 6.6 ( 0.5 66 ( 14
0.007 33.5 ( 1.9 1.6 ( 3.5 3.7 ( 1.0 7.1 ( 0.6 92 ( 8

a Pd-g are illustrated in Scheme 2. b Energy relative to the
transition structure D.
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leading D to E is curved, the system will develop
vibrations orthogonal to the reaction path as the direction

changes, and surface hops can occur at higher energy
points on the hyperline. This is also seen when we plot
the hop energies (Figure 7): although the mean energy
increases (as for path ABC, Figure 6), the standard
deviation for ADE is approximately constant. The effects
of the initial geometry sampling are lost due to vibrations
generated in the reaction channel itself.

4. Conclusion

MMVB dynamics has been used to model the product
distribution for the [4 + 4] photocycloaddition of buta-
diene + butadiene. (The MMVB geometries and energet-
ics of all the critical points involved in both paths on S1

are supported by previous CASSCF calculations4). Pho-
toproduct formation begins at two different conical
intersections where the S1 f S0 decay can be fully
efficient. These two conical intersections can be related
to crossings already characterized in conjugated hydro-
carbons. From each crossing, a mixture of products can
be generated.

The existence of two independent crossings and un-
stable primary photoproducts suggests that product yield
will be a complex function of experimental conditions.
However, the major experimental product has been
correctly predicted by means of MMVB dynamics. These
results can be related to other systems such as cyclo-
hexadiene + naphthalene,9 where the restricted rotation
will favor some products but not others, and anthracene
+ anthracene,10c,d where the bonding in the 9-10-position
can be established and one product stabilized exclusively.

Acknowledgment. This research has been sup-
ported in part by the EPSRC (UK) under grants GR/
J25123 and GR/H58070. MMVB dynamics calculations
were run on a Cray T3D at the Parallel Computing
Centre, University of Edinburgh (EPCC). Some images
were created with MacMolecule, University of Arizona.

JO972111V

Figure 7. (a) The distribution of potential energies for all
trajectories hopping at the S0/S1 intersection E. (b) The
distribution of kinetic energies at the S1 f S0 hop. (Data from
Table 4.)
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